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Abstract The paper presents the detailed formulation and validation results of simple and
robust procedures for the generation of synthetic turbulence aimed at providing artificial
turbulent content at the RANS-to-LES interface within a zonal Wall Modelled LES of
attached and mildly separated wall-bounded flows. There are two versions of the proce-
dure. The aerodynamic version amounts to a minor modification of a synthetic turbulence
generator developed by the authors previously, but the acoustically adapted version is new
and includes an internal damping layer, where the pressure field is computed by “weight-
ing” of the instantaneous pressure fields from LES and RANS. This is motivated by the
need to avoid creating spurious noise as part of the turbulence generation. In terms of pure
aerodynamics, the validation includes canonical shear flows (developed channel flow, zero
pressure gradient boundary layer, and plane mixing layer), as well as a more complex flow
over the wall-mounted hump with non-fixed separation and reattachment, with emphasis on
a rapid conversion from modeled to resolved Reynolds stresses. The aeroacoustic applica-
tions include the flow past a trailing edge and over a two-element airfoil configuration. In
all cases the methodology ensures a very acceptable accuracy for the mean flow, turbulent
statistics and, also, the near- and far-field noise.
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1 Introduction

A certain trend in Computational Fluid Dynamics and Aeroacoustics (CFD and CAA) is
away from empirical and semi-empirical methods, towards methods based on first princi-
ples. As far as aerodynamics is concerned, this implies turbulence-resolving approaches
(TRA) ranging from Direct Numerical Simulation (DNS) and Large-Eddy Simulation (LES)
to different hybrid RANS-LES approaches. A fundamental advantage of such approaches
over, e.g., the RANS-based semi-empirical methods which remain workhorses in both areas,
is that they are much less dependent on empirical information, thus giving hope of a reli-
able prediction of flow and noise characteristics away from calibration conditions. Other
than that, they allow a deeper understanding of basic flow physics and noise generation
mechanisms. This has motivated a wave of new studies employing TRA for a wide range
of aerodynamic and aeroacoustic problems. For flows at realistic (high) Reynolds numbers,
the most widely used TRA are hybrid RANS-LES approaches, which is explained by their
relatively low computational cost (compared to a full LES), on one hand, and acceptable
accuracy for a wide range of applications, on the other hand. However, the true capabilities
of hybrid methods depend on both the type of flow in question, and the peculiarities of the
specific method used.

In massively separated flows (e.g., flows past landing gear, cavities or airfoils, beyond
stall, at high angles of attack), independently of the state of the attached turbulent boundary
layer, a rapid spontaneous transition to turbulence (sometimes called “secondary transition”)
occurs in the separated shear layer(s) caused by a strong “new” instability, and it is pre-
cisely the turbulent structures formed in these shear layers and in recirculation zones which
are responsible for the major aerodynamic characteristics and, especially, for the noise pro-
duced by the flow. This makes it unnecessary to resolve turbulence in the attached boundary
layer, thus significantly facilitating the simulation of such flows and, in particular, justifying
the use of the original Detached Eddy Simulation (DES) approach [1] and its more recent
modifications (“DES-like” approaches), e.g., DDES [2] and IDDES [3]. A positive feature
of these approaches is that they are non-zonal or “global”, i.e., they are applied to the whole
flow-field without a priori specification of the RANS and LES regions, or imposing any
artificial turbulent fluctuations at the RANS-LES interface.

In attached and mildly separated flows (e.g., flows over trailing edges and flaps) the sit-
uation is quite different. In this case the overall aerodynamics and noise produced by the
flow are crucially dependent on the turbulent vortical structures which populate the attached
boundary layers or shallow separation zones, where the non-zonal DES-like hybrid meth-
ods are known to be less accurate. So, strictly speaking, the only TRA capable of a truly
accurate representation of turbulence in such flows is the full “well-resolved” LES (ensur-
ing resolution of turbulent structures down to the wall), possibly even including prediction
of laminar-turbulent transition. However at realistic Reynolds numbers, this approach is
not affordable today and will not become affordable in the foreseeable future [1]. As a
result, zonal/embedded LES (actually, zonal Wall Modeled LES - WMLES) with a pri-
ori specification of RANS and LES sub-domains and the imposition of artificially created
turbulence at their interface (LES inflow) appears to be the only practical tool capable of
ensuring a reliable prediction of aerodynamic and acoustic characteristics of such flows.1

1Note that application of embedded LES may be helpful also for massively separated flows, where it can
considerably reduce the so called “grey area” causing a delay of transition to turbulence in the separated
shear layers the global methods are known to suffer from [5].
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The necessity of injecting turbulence at the RANS-LES interface is caused by the inevitable
existence of an “adaptation region” required to establish “mature” turbulence in the LES
downstream of the interface. Without resolved turbulence at the LES inflow, this region
turns out to be too long and damages the whole solution. Therefore, devising a phys-
ically realistic and computationally efficient way of creating turbulent content at the
RANS-LES interface in zonal LES is of crucial importance for the overall success of this
approach.

As of today, even for purely aerodynamic applications this problem is far from solved,
and is an area of intensive research. Note that the artificial nature of the “turbulence” created
at the interface makes a complete elimination of the adaptation region hardly possible. The
problem of suppression of spurious noise sources at the RANS-LES interface caused by an
abrupt appearance of unsteady vortical structures is even more challenging. So, the objective
of the research is to find ways to minimize these negative effects.

In this paper we outline a simple and rather efficient method for the generation of
turbulent content within zonal LES, which presents an improved version of the purely aero-
dynamic Synthetic Turbulence Generator (STG) proposed by Adamian et al. [4], adapted to
aeroacoustic applications. The paper is organized as follows.

We start with a brief overview of existing methods for creating turbulent content at the
LES inflow in zonal RANS-LES (Section 2). Then in Section 3 a detailed formulation of the
proposed method is given, and results of the solution of a set of aerodynamic and aeroacous-
tic problems obtained with the use of the zonal IDDES approach coupled with this method
are presented and discussed in some detail. Finally in Section 4 some concluding remarks
are presented.

2 Overview of Existing Approaches

This is a very active research area. The wide range of techniques for creating turbulent con-
tent at the LES inflow within the zonal approaches available in the literature can be roughly
divided into five classes: 1) precursor DNS or LES; 2) turbulence recycling; 3) “synthetic”
turbulence; 4) artificial forcing or volume source terms; 5) vortex generating devices. Some
of these classes (particularly the synthetic turbulence approach) include a large number
of techniques, and can be divided into several subclasses with rather different properties.
Below we briefly consider all five classes and their pros and cons. However before doing
this, it is necessary to dwell upon different procedures for coupling RANS and LES applied
in the framework of zonal LES. These can be divided into two large groups: two-stage
(semi-coupled) and one-stage (fully coupled) procedures.

Within the semi-coupled approaches, illustrated by left frame in Fig. 1, simulations are
carried out in two stages. In the first stage, a RANS solution of the flow in question is
performed in the whole computational domain, and in the second stage, LES is conducted
only in an LES sub-domain. In this case the boundary conditions for the velocity at the
RANS-LES interface are usually specified by imposing velocity values equal to those from
RANS, often with added artificial (“turbulent”) fluctuations. In compressible simulations,
the temperature at the interface is typically set equal to that from the RANS solution,
but sometimes temperature fluctuations are also imposed (see Garnier at al. [6] for more
details). Finally, boundary conditions for pressure depend on the Mach number at the inter-
face. For a supersonic flow, the pressure set equal to that in the RANS solution and for
subsonic or incompressible flow it is extrapolated from the interior of the LES sub-domain.
The approach can be called “semi-coupled” because this procedure involves only “one-way”
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Fig. 1 Schematics of two-stage semi-coupled (left) and one-stage fully coupled (right) zonal RANS-LES
strategies

coupling of the solutions in the RANS and LES regions (in the direction from RANS to
LES, but not vice versa).

In the framework of the fully coupled approaches, schematically shown in the right frame
of Fig. 1, Unsteady RANS (URANS) and LES are simultaneously performed in the RANS
and LES sub-domains respectively (this implies that the two sub-domains overlap). Other
than that, in this case, along with the boundary conditions at the LES inlet, some conditions
should be also imposed to the URANS at its outlet boundary.

Typically, the unsteady boundary conditions at the LES inlet are similar to those
described above for the semi-coupled approach. The difference is that in this case the
required flow quantities at the interface are “borrowed” from the current URANS solution
(either the instantaneous solution at the previous time step, or its running time-average).
Other than that, considering that the LES inlet is, in fact, an inter-block boundary of
a multi-block grid, one can set pressure equal to that in RANS solution even in a
subsonic/incompressible flow.

At the RANS outlet, the pressure is set equal to that from the available LES solution
or its running average for subsonic/incompressible flow. All the other flow variables are
extrapolated from the interior of the RANS sub-domain. In a supersonic flow extrapolation
is applied to all the variables including pressure. This implies that not only the RANS-LES
interface but also the RANS outlet should be placed in the attached flow region, which is
non-trivial in simulations of complex 3D flows.

The two procedures outlined above are rather different and have their own pros and cons.
Two important advantages of the fully coupled approach are the feedback between the LES
and URANS domains which makes it more tolerant to the interface location (allowing its
placement in the relatively close vicinity of “sensitive” areas which require the use of TRA)
and having no need for a precursor RANS solution in the whole domain, except maybe
for initialization purpose. Also, LES is more accurate than RANS in massively-separated
regions, so that the joint solution is normally more accurate than the pure RANS solution
could be. On the other hand, the two-stage approach is more tolerant to grid topology and
does not require an overlapping grid capability in the code. This method is more adequate
when the LES is conducted even though the RANS is accurate, but to generate unsteady
data in a sub-region, typically to predict vibrations and noise.
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In any case a key common element of both approaches is a procedure to create turbulent
velocity fluctuations v′ at the RANS-LES interface, and the performance of this procedure
strongly influences the success of the method as a whole. The reason is that no artificial
turbulence fluctuations can reproduce all the characteristics of the real turbulence and, there-
fore, any algorithm for their generation is inevitably imperfect and presents a compromise
between accuracy, robustness, complexity of implementation, and computational cost.

In terms of accuracy and functionality, the algorithm should shorten as much as possi-
ble the “adaptation region” needed to establish “mature” boundary-layer turbulence in the
LES downstream of the interface. It is also very desirable for this property (a short adap-
tation region) not to be limited to the simplest flows, e.g., zero pressure gradient boundary
layers (ZPG BL), since this would be very restrictive in terms of location of the RANS-
LES interface in complex flows. Other than that, the algorithm is likely to perform equally
well in DNS, well-resolved LES, and WMLES. Finally, for aeroacoustic problems,
it is of primary importance to avoid introducing intense spurious noise sources, which
would corrupt the genuine acoustic field generated by the flow. However, an inherent
feature of virtually all of the existing approaches is the sudden formation of energetic
vortical structures at the RANS-LES interface, which inevitably generates strong spurious
noise. Most methods in fact violate the instantaneous continuity equation, if the RANS and
LES fields are taken as one, due to the discontinuity of velocity. Therefore, if it is applied
to aeroacoustics, any basic “aerodynamic” algorithm for imposing unsteady turbulent
content at the LES inflow should be supplemented by some means of suppressing this
spurious noise.

In terms of “design”, the algorithms for generation of fluctuations should be
coding-friendly and computationally inexpensive, should use only those turbulence
characteristics that are available from the conventional RANS models (k, ε, ω, Reynolds
stresses), and should not be limited to any specific grid type (structured/unstructured) or
topology.

Considering that no known method of creating artificial turbulence can satisfy all the
demands formulated above (even if the specific “aeroacoustic” demands are disregarded),
the available methods should be assessed by their overall closeness to such an “ideal”
method. For the sake of definiteness, our assessment below is conducted in the framework
of the single-stage fully coupled methodology.

2.1 Precursor DNS or LES

In this method (see schematic in Fig. 2a) the velocity fluctuations v′ at the RANS-LES
interface are set equal to normalized/rescaled fluctuations from a precursor/auxiliary DNS
or well-resolved LES of some “canonic” flow (e.g., developed channel flow or flat plate
boundary layer) or from corresponding databases. Provided that rescaling laws are cor-
rect, it creates realistic turbulence at the RANS-LES interface and, therefore, ensures a
high accuracy of the simulation. However, the method is not self-sufficient (since it relies
upon external databases) and has been rather restricted in terms of the Reynolds number,
which makes its applicability to complex (far from the canonical) high Reynolds number
flows questionable (the authors are aware of only one application of a precursor LES to
simulation of a complex flow within zonal LES [7]). Other than that, the method is rather
computationally expensive in terms of both CPU and memory load. Finally, most precur-
sor simulations have rather narrow domains with periodic conditions, whereas many flows
in valuable geometries will have a wide domain, compared with the boundary-layer thick-
ness. Thus, the precursor data would have to be artificially repeated, and unless the flow
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Fig. 2 Different approaches to specifying velocity fluctuations at LES inflow

is perfectly uniform in the lateral direction with a 2D geometry, repeated with unnatural
discontinuities.

2.2 “Recycling” of turbulence

The idea of this method belongs to Lund et al. [8] who proposed a formulation of the inlet
conditions in pure LES and DNS based on transferring to the LES inlet the unsteady content
available in the same simulation at some downstream (“recycling”) section of the flow (see
Fig. 2b).

For flows evolving in the streamwise direction this implies an appropriate rescaling of
the transferred turbulence, which can be far from trivial. A key distinction is whether this
evolution only concerns a slow growth of the boundary-layer thickness, or also a gradient
in the edge velocity and pressure. However, when a reliable rescaling is possible, this tech-
nology “creates” turbulence of high quality resulting in a rather short adaptation distance (a
few times the boundary layer thickness, δBL). Moreover, more robust/general versions, e.g.
those proposed by Spalart et al. [9], Shur et al. [10], and Araya et al. [11] allow a tangible
widening of the domain of applicability of the original formulation [8] thanks to more gen-
eral rescaling procedures and an adaptation to the fully coupled RANS-LES methods. As a
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result, when applicable, recycling of turbulence is a rather efficient tool for creating turbu-
lent content at the RANS-LES interface, and its “rating” in terms of matching the general
demands to such procedures is considerably higher than that of the precursor DNS/LES.

However, the approach still has rather severe constraints in terms of flow complexity
because of the difficulty of adequate rescaling in the presence of strong pressure gradients.
Other than that, it also requires some special initialization to ensure the rapid establishment
of mature turbulence within the recycling region after starting the simulation, i.e., it is not
quite self-sufficient. For aeroacoustic applications, a more important fact is that the method
has the undesirable secondary effect of introducing nonphysical peaks into the spectrum of
generated turbulence at the recycling frequency frecycl ≈ Uconv

/
Lrecycl (Uconv being the

characteristic convection velocity) - see Section 3.1.2 below.2 This issue of periodic cycles
in the solution is well-known.

2.3 “Synthetic” turbulence generation

This approach, which implies superimposing some externally-generated artificial (“syn-
thetic”) turbulent velocity fluctuations onto the (U)RANS velocity field at the RANS-LES
interface (Fig. 2c), is currently considered as more suitable for the simulation of complex
industrial flows than using precursor simulations or recycling of turbulence. As already
mentioned, the number of available methods of this type is rather large, ranging from the
simplest generators based on white random noise to rather complicated ones employing
information not only on the time averaged characteristics and turbulence statistics avail-
able from RANS, but also on time- and space-correlations. Their attractive features include
self-sufficiency, relative ease of implementation, computational efficiency, and, last but not
least, tolerance to grid type and topology. However, the artificial nature of the created tur-
bulence often results in a rather long adaptation region. In other words, the accuracy of
STG’s crucially depends on the “quality” of the turbulence (its closeness to real turbulence),
which in turn, depends upon the specific properties of the STG used (detailed reviews of
currently existing STG’s are available, e.g., in Sagaut et al. [13], Keating et al. [14], Keat-
ing et al. [15], Tabor and Baba-Ahmadi [16], and Xie and Castro [17]). For instance, the
simplest and most easily implemented random (white noise) STG’s, even when they match
prescribed Reynolds stresses, result in an adaptation length assessed by the evolution of the
skin-friction coefficient of about 50 boundary layer thicknesses [8] and therefore are almost
completely useless as inlet conditions. The reason is that the turbulence lacks correlation
in all directions, and much of the small-scale content rapidly dies out. As an improvement,
a wide class of STG’s has been developed based on digital filtering or creating coherent
turbulent structures with specified sizes and shapes (Klein et al. [18], Di Mare et al. [19],
Kornev and Hassel [20], Veloudis et al. [21], Xie and Castro [17], Jarrin et al. [22], Jar-
rin et al. [23], Mathey et al. [24], Pamies et al. [25]). Although they are more difficult to
implement, these methods are much more accurate and achieve adaptation lengths ranging
from about 20 down to 5-6 [25] boundary-layer thicknesses. Finally, another wide group
of STG’s is based on an idea due to Kraichnan [26] of a superimposition of spatiotemporal
Fourier modes with random amplitudes and phases (Smirnov et al. [27], Batten et al. [28],

2A way of reducing this effect as applied to LES of supersonic flat plate boundary layer has been proposed
by Morgan et al. [12] but it is rather complicated, since it involves several ad hoc controlling parameters, and
heavily relies on using structured grids.
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Huang et al. [29], Adamian et al. [4]). It brings the adaptation of the skin-friction down to
2–4 [4] boundary layer thicknesses.

2.4 Artificial forcing

Two different approaches of this type have been proposed, both closely related to STG
methods.

The first approach employed by Gritskevich and Garbaruk [30] is based on introducing in
the governing equations specially designed Volume Source (VS) terms which are activated
in some volume within the RANS-LES overlapping region (see Fig. 2d) and are aimed at
creating at the downstream end of this area the same artificial turbulence as that created by
an STG [4] applied at the RANS-LES interface. Thus, there is now a continuous velocity
field, but with a momentum source. A major “technological” advantage of this approach
compared to the STG methods is its compatibility with any types of grids (VS may be
activated in an arbitrary set of grid cells so that the RANS-LES interface does not even
need to form a grid surface). Other than that, the approach has a high potential in terms of
adaptation to aeroacoustic problems thanks to the possibility of a gradual increase of the
strength of the VS in the downstream direction, allowing a reduction of the spurious noise
caused by the abrupt emergence of turbulence typical of the other methods. Yet, as of today,
the method has been tested only for the special case of the source with a thickness in the
streamwise direction equal to one computational cell, i.e., when it is nearly equivalent to an
STG [4]. With a finite thickness, the VS will need to properly propagate if it is to smoothly
create the LES content.

Approaches of the second of the two abovementioned types (see Fig. 2e) present a
combination of STG at the RANS-LES interface, and Dynamic Control Forcing tech-
niques (STG-DCF). These introduce closed-loop control. The idea is to introduce volume
sources in a set of “control planes” downstream of the interface with a strength propor-
tional to the difference between the running time-average and some desirable (“target”)
values of some quantity known from RANS (typically, the shear or wall normal stress), thus
ensuring a rapid adjustment of the synthetic turbulence generated by the STG to the real
one, independently of the specific STG being used. Note, however, that a significant
decrease of the adaptation length produced by STG-DCF methods compared to the
pure STG ones is reached, but at the cost of a considerable increase of implementation
complexity and CPU cost.

A first STG-DCF method was proposed by Spille-Kohoff and Kaltenbach [31] and
tested on zonal RANS-LES of the flat plate boundary layer. The method combined DCF
with a random STG and was able to reduce the adaptation length down to about 6δBL.
De Prisco et al. [32] developed an improved DCF procedure coupled with an STG [18],
which significantly enhanced computational robustness of the technique and extended it
to flows with strong pressure gradient. Laraufie et al. [33] combined DCF with a modi-
fied Synthetic Eddy Method (SEM) [25] and adapted the procedure to approaches relying
upon WMLES rather than well-resolved LES in the LES sub-domain of zonal LES. In both
studies an almost immediate establishment of mature turbulence downstream of the DCF
region was observed. However, this region itself was rather long (≈ 20δBL in [32]
and 8.5δBL in [33]), so that in a significant pressure gradient, the target values will become
much more difficult to calculate. Finally, Roidl et al. [34, 35] used DCF techniques in
combination with the original SEM [22, 23] and demonstrated good performance for tran-
sonic airfoil and supersonic boundary layer (the adaptation length in both cases was about
(2 − 3)δBL).
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2.5 Vortex generating devices

The idea of this method (see Fig. 2f) proposed recently by M. Terracol (personal communi-
cation, October 2012) is to trigger the development of turbulent content at the RANS-LES
interface by placing there a Vortex-Generating Device (VGD) loosely similar to those used
for tripping boundary layers in experiments (to avoid a global alteration of the flow, the
thickness of the VGD should be significantly less than that of the boundary layer). Advan-
tages of a VGD over other methods include the absence of constraints in terms of flow
complexity, low computational cost, and simplicity of implementation (at least if combined
with the immersed boundary method, which is defendable since the exact shape of the VGD
is not crucial). Other than that, the approach is much “quieter” than all the methods of cre-
ating turbulent content at RANS-LES interface considered above and, therefore, has a high
potential for aeroacoustic problems. On the other hand, as of today, the method results in
relatively long adaptation region (more than 10δBL), which makes it non-competitive with
the best methods for purely aerodynamic problems. Note that this adaptation length is sim-
ilar to the length for real, physical trip devices. Also, choosing an optimal VGD shape and
size may not be easy.

Based on the brief overview of existing methods for creating turbulent content
at the RANS-LES interface presented above, the following major conclusions can be drawn.

The area is rapidly evolving due to its high practical importance for many research
and industrial applications. In terms of aerodynamics, at least for relatively simple
flows, existing methods are, in principle, capable of creating realistic turbulent content
at the RANS-LES interface, with an adaptation length of only (2 − 4)δBL for the best
methods. However the methods differ significantly from each other in terms of com-
plexity, accuracy, and generality. So, in this stage, it is impossible to give a definite
preference to one of them. Unfortunately, none of existing aerodynamic methods “as is”
(except maybe for the VGD method, which has other disadvantages) is capable of provid-
ing acceptable accuracy for aeroacoustic problems. As discussed, their common feature is a
“sudden” formation of strong vortical structures accompanied with an unsteady mass source
at the RANS-LES interface, which generate spurious noise, and the risk of drastically cor-
rupting the genuine aerodynamic noise of the flow. So some special acoustically-oriented
modifications of the existing methods are needed. An example of such a modification is the
acoustic version of the STG method [4] presented in Section 3.2 below.

3 STG Formulation and Validation

3.1 Aerodynamic version of the method

The method, of which the original version is presented in [4], employs ideas of
Kraichnan [26] and has many common features with the STG’s of Bechara et al. [36],
Smirnov et al. [27], Batten et al. [28], and Billson et al. [37]. However, unlike these
methods, it is capable of a plausible representation of the anisotropy of the vortical
structures, which is an essential feature of near-wall turbulence.3 Other than that, it is
free of the de-correlation issue inherent to the STG’s which rely on the local definition

3Method [28] is also capable of reproducing anisotropy in length scales, but only with RANS models capable
of providing realistic second moments.
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of turbulence length- and time-scales involved in the wavelength scaling. In this section,
for the sake of completeness, we present a detailed formulation of a slightly modified
method relative to [4] and then (section 3.2) outline its acoustically adapted version.

3.1.1 Formulation

Similarly to other STG methods, the velocity vector at a point r = {x, y, z} of the RANS-
LES interface is specified as:

U (r, t) = URANS (r) + u′ (r, t) , (1)

where URANS (r) is the mean velocity vector available from the RANS solution, and
u′(r, t) is the vector of velocity fluctuations.

Again similarly to many other methods, u′(r, t) is defined so that the corresponding
second moment tensor < u′iu′j > at the LES inflow is equal to the Reynolds stress tensor,

R̂, which is also assumed to be known from RANS.4 This is achieved by using a Cholesky

decomposition of the Reynolds stress tensor, R̂ = Â
T

Â, where

Â = {
aij

} =

⎛

⎜⎜
⎝

√
R11 0 0

R21
/
a11

√
R22 − a2

21 0

R31
/
a11 (R32 − a21a31)

/
a22

√
R33 − a2

31 − a2
32

⎞

⎟⎟
⎠ , (2)

And the Rij =< u′iu′j > are the components of the Reynolds stress tensor. This matrix is
filled sequentially, starting from the upper left corner.

Then, the velocity fluctuations u′(r, t) in Eq. 1 can be expressed via the components of
the tensor Â in the form

u′i (r, t) = aij v
′
j (r, t) , (3)

where v′j (r, t) are the components of the auxiliary vector of fluctuations, which satisfies
the restrictions < v′i >= 0 and < v′iv′j >= δij , so that the Reynolds stresses are correct

thanks to the definition of Â. Thus the problem of the definition of u′(r, t) in Eq. 1 reduces
to the definition of the auxiliary vector v′(r, t). This is done by a superposition of weighted
spatiotemporal Fourier modes:

v′ (r, t) = 2
√

3
/

2
N∑

n=1

√
qn

[
σn cos

(
kndn · r′ + ϕn

)]
. (4)

Here: N is the number of modes; qn is the normalized amplitude of the mode n defined
by the local energy spectrum; kn is the amplitude of the wave number vector of the mode
n, kn = kn dn (where dn is a random unit vector of direction uniformly distributed over a
sphere); σn is a unit vector normal to dn (σ n ·dn = 0) [26], and in turn the angle defining its
direction in the plane normal to dn is a random number uniformly distributed in the interval
[0, 2π); ϕn is the phase of the mode n, which is also a random number uniformly distributed
in the interval [0, 2π). All these random distributions are versus n.

All the random numbers involved in Eq. 4 are defined only once, that is, they are not
changed in time. To introduce the time-dependence of the fluctuations we employ a so-
called “wave convection” approach, which is somewhat different from the way of imposing

4For linear RANS models, the normal stresses are usually set equal to 2/3 of the turbulent kinetic energy k (if
k is not available from RANS, e.g., for the Spalart-Allmaras model [38], it can be approximated by νtS/0.3).
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Fig. 3 Energy spectrum used in
STG

unsteadiness of the fluctuations in the original STG formulation [4]. Namely, we define the
pseudo-position vector r′ in Eq. 4 as

r′ = {
x′, y′, z′

}
, x′ = 2π

kn max {le (r)} (x − U0t) , y′ = y, z′ = z, (5)

where U0 is a macro-scale velocity at the RANS-LES interface (e.g., the maximum or
bulk velocity),5 le is the local scale of the most energy-containing eddies (see below), and
max{le(r)} is its maximum value over the interface.

The normalized amplitudes of the modes qn in Eq. 4 are defined as:

qn = E (kn)	kn

N∑

n=1
E (kn)	kn

,

N∑

n=1

qn = 1, (6)

where E(kn) is a prescribed spatial spectrum of the kinetic energy of turbulence represented
by a modified von Karman spectrum, shown in Fig. 3 and defined by the formula:

E (k) =
(
k
/
ke

)4

[
1 + 2.4

(
k
/
ke

)2
]17/6

fηfcut. (7)

Here ke is the wave number corresponding to the spectral maximum, and fη and fcut are
empirical functions.

The wave number ke in Eq. 7 corresponds to the wavelength of the most energy-
containing mode, le = le (r), of the synthetic velocity fluctuations (ke = 2π

/
le) or, in other

words, to the size of the most energy-containing eddies. A proper definition of the quantity
le is of crucial importance to obtain a synthetic fluctuating velocity field that will rapidly
evolve to the physically realistic one. In the present work we assume that it should be pro-
portional to the RANS length-scale but, based on simple geometrical considerations, should
not be larger than double the distance to the wall:

le = min (2dw,Cllt ) . (8)

Here dw is the distance of the field point to the wall, Cl = 3.0 is an empirical constant
which was adjusted based on preliminary simulations of a plane mixing layer, and lt is

the length-scale of the background RANS model (e. g., lt = k
1/2
t

/(
Cμωt

)
for the k –

ω model) computed based on the steady RANS solution that is used as an initial field in
RANS-LES computations.

In the near-wall part of the boundary layer (8) makes le equal to double the distance to
the wall, whereas in its outer part le is proportional to the RANS length-scale. Examples of

5Note that the definition of a proper unique single value of U0 in complex 3D aerodynamic flows, e.g., in a
flow past a swept wing, is problematic but accumulated experience suggests that the effect of its choice is
not significant.
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Fig. 4 Profiles of ingredients of length-scale le (8) (upper row) and its distribution in different shear flows
(lower row). First column: plane channel; second column: ZPG BL; third column: free shear layer

normalized distributions of le (r) in canonical turbulent shear flows computed with the use
of the k – ω SST model [39] are presented in Fig. 4. They confirm the qualitatively correct
behavior of le in the sense that the size of the most energetic synthetic eddies is small near
the walls and the outer edge of turbulent region, and reaches a maximum value of the order
of the shear layer thickness inside it.

The empirical functions fn and fcut in the energy spectrum (7) are defined as follows.
The first function is aimed at ensuring the damping of the spectrum in the vicinity of

the wave number corresponding to the Kolmogorov length-scale lη = (ν3/ε)1/4, i.e., kη =
2π

/
lη (ν is the molecular viscosity, ε is the turbulence dissipation rate). This function is

designed based on the classic experiments of Comte-Bellot and Corrsin [40] and reads as:

fη = exp
[
− (

12k
/
kη

)2
]
. (9)

The function fcut damps the spectrum at wave numbers larger than the Nyquist value, kcut ,
and reads as

fcut = exp

(

−
[

4 max (k − 0.9kcut, 0)

kcut

]3
)

, kcut = 2π
/
lcut , (10)

where
lcut = 2 min

{[
max

(
hy, hz, 0.3hmax

) + 0.1dw

]
, hmax

}
, (11)

hy , hz are the local grid steps at the RANS-LES interface, and hmax = max
(
hx, hy, hz

)
.

The set of wave numbers used in Eq. 4 is fixed, i.e., it is common for the entire
RANS-LES interface, and, as proposed in [36], forms a geometric series, which allows a
considerable decrease of the number of modes compared with a uniform distribution of
wave numbers

kn = kmin (1 + α)n−1 , n = 1, 2, ..., N; 0.01 ≤ α ≤ 0.05. (12)

Here kmin = βkmin
e is the minimum wave number in the set, β = 0.5 is an empirical

constant, kmin
e = 2π

/
lmax
e is the wave number corresponding to the maximum value of le

over the interface, lmax
e = max

r
{le (r)}, and the value of N (the number of modes in Eq. 4)
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is the minimum integer, for which kN satisfies the inequality kN ≥ kmax =
1.5 max {kcut (r)}. Note, that, e.g., in a RANS-IDDES simulation of the ZPG BL with
α = 0.01 (see below), this definition leads to the value N = 405, whereas a uniform wave
number distribution with the step equal to the minimum step of the geometric series would
require N ≈ 5600 modes.

Finally, if LES is performed with the use of a differential subgrid model, as in DES,
some boundary conditions for the subgrid turbulence characteristics should be specified at
the interface. Specifically, for LES or WMLES/IDDES with the SA or k-ω SST background
models, these conditions are as follows. The SGS eddy viscosity is computed with the use
of an algebraic SGS model (e.g., the Smagorinsky model for LES or the algebraic hybrid
model [3] for WMLES). Then, for the SST model, the field of ωSGS at the LES inflow
is set equal to ωRANS at this boundary, and kSGS is computed to match ωSGS and νSGS .
Although this approach is rather crude, it does not cause any tangible deterioration of the
LES solutions (see next section).

To summarize, the most important distinguishing features of the STG method outlined
above are as follows.

The method employs a set of wave numbers {kn} , which is fixed in time and over the
entire RANS-LES interface and ranges from the value corresponding to the largest wave-
length of the considered problem up to the Nyquist limit. Other than that, the von Karman
energy spectrum (7) defining the normalized amplitudes of different Fourier modes qn in
each point of the interface (see Eq. 6) has a maximum at locally defined wave numbers
ke (r) = 2π

/
le (r), that is, it “slides” over the fixed set {kn}ensuring that larger wave-

length modes get scaled by very small amplitudes near walls, where the length scale le (8)
is small (see Fig. 4), while smaller wavelength modes get scaled by very small amplitudes
away from walls. As a result, the lateral size of the energy containing structures created by
the STG at the LES inflow turns out to be small in the inner and large in the outer flow
regions. Finally, the global time scale τ0 = lmax

e

/
U0 involved in the wave-convection form

of time-dependence for the synthetic velocity fluctuations (4) results in roughly the same
streamwise size for all the vortical structures downstream of the interface. A combination of
these properties of the STG ensures the formation of strongly anisotropic (elongated) eddies
near walls, and nearly isotropic eddies away from walls.

One more important feature of the STG is that all the random quantities entering Eq. 4
are defined only once, at the beginning of the simulation (i.e., there are no random changes
of phase, like in some other STG’s). With the fixed set of wave numbers for the entire
RANS-LES interface, this prevents the generation of unviable high-frequency “hash” which
can lead to “near-laminarization” (damping of the synthetic turbulence) downstream of the
interface. Note that an alternative way of suppressing this undesirable effect within the STG
[28] has been proposed recently by Batten et al. [41], but it seems to be more complicated
and less efficient than the current approach.

An example of the synthetic turbulence field generated on the basis of the k-ω SST
RANS in a channel flow with the use of the STG we just described and its comparison with
the field from an LES of this flow carried out with periodic conditions in the streamwise
direction is shown in Fig. 5. One can see that at least qualitatively the synthetic and “real”
(LES-predicted) fields are quite similar.

3.1.2 Validation

The STG was validated on both incompressible canonical shear flows (developed
channel flow, ZPG BL, and free plane shear layer) and on more complex flows, including
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Fig. 5 Synthetic velocity field in a section of developed channel flow generated with the use of STG (upper
row) and obtained in LES with periodic streamwise boundary conditions (lower row)

separation and reattachment. In this section some results of the validation are presented and
discussed.

All the computations are carried out with the use of the in-house NTS CFD code
[42, 43]. It is a structured finite-volume code accepting multi-block overset grids of Chimera
type. The incompressible branch of the code employs the Rogers-Kwak scheme [44] and
for compressible flows the Roe scheme [45] is applied. The viscous terms are approximated
with second-order central differences, whereas the spatial approximation of the inviscid
fluxes is different in the RANS and LES zones. In particular, in the RANS zone a 3rd-
order upwind-biased scheme is used, and in the LES zone a 4th-order central scheme is
employed. For the time integration, implicit 2nd-order backward Euler scheme with sub-
iterations is used (a typical number of sub-iterations, ensuring 2 orders of magnitudes drop
of the residuals, is 10-12).

Developed channel flow Simulations were carried out at a Reynolds number, based on the
channel half width H /2, Reτ =400 in a computational domain with the size Lx = 4H in
the streamwise and Lz = 1.5H in the spanwise (homogeneous) directions respectively on a
grid Nx×Ny×Nz = 81×77×61 which is uniform in x and z (	x = 0.05H,	z = 0.25H)

and clustering to the wall in the wall-normal direction (	ymin = 0.001H,	ymax = 0.04H).
The corresponding grid steps in wall units are 	x+ = 40,	z+ = 20, and 	y+

min = 0.8.
Note that in accordance with the IDDES concept [3], the switch of the model from RANS
mode to LES mode in the wall-normal direction occurs within the range of wall-distance
from 0.5	max to 	max, where 	max is the maximum local grid-spacing, which was equal
to 	x in this and all the other flows considered below.

Figures 6, 7 compare results of two simulations. The first one is a non-zonal IDDES
[3] based on the k-ω SST RANS model [39], carried out with periodic boundary condi-
tions in the streamwise direction. In terms of the quality of the inlet turbulent content,
this simulation may be considered as a “standard” one. The second simulation is a zonal
RANS-IDDES, both RANS and IDDES employing the k-ω SST model, and the boundary
conditions at the RANS-IDDES interface (x = 0) are specified with the use of the STG.
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Fig. 6 Snapshots of vorticity magnitude on the channel wall (upper row) and in an XY-plane (lower row)
of developed channel flow. Left column: zonal SST-based RANS-IDDES with the use of STG at the RANS-
IDDES interface (x =0); right column: non-zonal SST-based IDDES with periodic boundary conditions

Thus, the comparison of results of the two simulations allows an objective visual evaluation
of the performance of the STG.

Figure 6 again suggests that the STG indeed reproduces realistic vortical structures,
which are quite similar to those predicted by the IDDES with periodic boundary conditions.
In quantitative terms, the mean skin-friction distribution predicted by the zonal RANS-
IDDES also turns out to be very close to that computed with the use of the non-zonal
IDDES, and has a very short adaptation region (Fig. 7). Moreover, as seen in Fig. 7, not
only the mean velocity but also the Reynolds-stress profiles from the zonal RANS-IDDES
agree fairly well with the corresponding profiles predicted by the non-zonal IDDES already
at x = 2H (i.e., 4 boundary layer thicknesses downstream of the RANS-IDDES interface)
and correctly reproduce the anisotropy of the normal stresses, even though the synthetic tur-
bulence at the interface is computed based on a linear RANS model, i.e., it has identical
normal stresses. Other than that, a comparison of the zonal simulations carried out with the
use of the proposed STG and another synthetic method (SEM [22]) is also shown in Fig. 7,
and the former achieves a much shorter adaptation length and higher global accuracy than
the latter.

Fig. 7 Comparison of streamwise distributions of skin-friction coefficient and profiles of the mean velocity
and Reynolds stresses in wall units at x = H from non-zonal IDDES and zonal RANS-IDDES
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Finally, it should be noted that with the restricted length of the computational domain
used in the simulations (Lx = 4H ), the zonal RANS-IDDES with the STG, in a sense, sur-
passes the non-zonal IDDES with the periodic boundary conditions. In particular, unlike the
former, the latter reveals a very large streamwise correlation length, close to Lx (see Fig. 6)
and also unnatural peaks in the velocity spectra (not shown) at the frequency corresponding
to the flow-through time and its multiples, which are directly related to the assumption of
streamwise periodicity of the flow.

Zero pressure gradient boundary layer Simulations of this flow were performed with
momentum thickness Reynolds number Reθ0 = 1000 in a computational domain with the
size Lx = 25δ0, Ly = 10δ0, and Lz = 3δ0 in the streamwise, wall-normal, and span-
wise directions respectively. The grid Nx × Ny × Nz = 251 × 71 × 61 was again uniform
in the x- and z-directions (	x = 0.1δ0, 	z = 0.05δ0) and non-uniform (clustering near
the wall) in the wall-normal direction with 	ymin = 0.0025δ0. The corresponding steps
in wall units are not larger than 	x+ = 40, 	z+ = 20, and 	y+

min = 1.0. Results of
these simulations are presented in Figs. 8, 9, 10, 11. They compare a prediction of the
k-ω SST IDDES carried out with the use of a recycling procedure [9] (the length of the
recycling region being equal to 6δ0) with similar predictions of the zonal RANS-IDDES
coupled with the STG and, also, with the DNS results of Spalart [46] as a benchmark
solution.

Figures 8, 9 clearly illustrate the advantages of the STG method over the recycling
approach in terms of representation of turbulence. In particular, as seen in Fig. 8, although
both methods ensure a rapid formation of realistic turbulence in the inner (near wall) region
of the boundary layer, away from the wall the recycling of turbulence leads to the formation
of non-physical periodic structures (they are marked by ovals in the figure) with a period
close to the recycling length. This behavior of the recycling approach is similar to that
discussed above regarding the channel flow with imposed streamwise periodicity and, as
mentioned, is especially troublesome in aeroacoustic applications. This deficiency is clearly
demonstrated also by Fig. 9: as seen in this figure, the STG method ensures a rapid establish-
ment of the “natural” spectrum of the velocity fluctuations with a pronounced inertial range
(the decay follows the “-5/3” law), whereas the recycling of turbulence leads to spurious
spectral peaks at multiples of the main recycling frequency, which originate in the periodic
vortical structures displayed in Fig. 8. Although this negative effect can be weakened by
increasing the recycling length, it still remains significant if using reasonable values for that
length. In addition, longer recycling lengths increase waste, and also increase the unwanted
secondary effects of recycling. Specifically, in boundary layers, the growth of the thickness

Fig. 8 Snapshots of vorticity magnitude in different XZ planes of ZPG BL. Left column zonal RANS-IDDES
with STG; right column IDDES with turbulence recycling
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Fig. 9 Streamwise evolution of the spectrum of velocity fluctuation in the middle of the BL (y/δ ≈ 0.5) from
zonal RANS-IDDES with STG (upper row), and spectrum from IDDES with turbulence recycling

is compensated as part of the recycling, but the growth of the lateral length scales and of
the temporal scales is not. Therefore, with a long recycling length, the recycled turbulence
is less natural, and will have a slightly longer adaptation region.

Figures 10, 11 compare streamwise distributions of the skin-friction, Cf , and veloc-
ity and Reynolds stress profiles predicted by the two simulations. They show that both
approaches predict Cf distributions close to each other and to the empirical Schoenherr cor-
relation [47]. At the same time, close to the interface the mean velocity profiles from the
zonal RANS-IDDES with the STG deviate somewhat from the DNS profiles and those pre-
dicted with the use of the recycling procedure (Fig. 11). This, however, is explained not by
any flaws of the STG itself, but by an imperfection of the RANS solution it is based on.
The latter is caused by the relatively low Reynolds number of the flow, at which the RANS
models are known to be less accurate, and also by not accounting fully for the anisotropy
of the Reynolds stresses in the linear k-ω SST model. This is clearly seen in the plots of the
Reynolds stresses at the RANS-IDDES interface (x =0) in Fig. 11: the recycling approach
captures the anisotropy fairly well, whereas the STG method, naturally, completely misses
it there (this would be alleviated by a non-linear constitutive relation). Nonetheless, just
as in the developed channel flow considered above, the recovery of the anisotropy in the
IDDES domain within the RANS-IDDES approach occurs rapidly, and already at x/δ =3
the normal stresses predicted by both approaches have become comparable.

Plane mixing layer This flow, studied experimentally in [48], is the last canonical shear
flow used for the validation of the proposed STG. As for the previous flows, the computa-
tions were carried out with the use of the zonal RANS-IDDES based on the k-ω SST RANS
model. However in this case three different locations of the RANS-IDDES interface were

Fig. 10 Streamwise
distributions of skin friction
coefficient in ZPG BL
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Fig. 11 Streamwise evolution of profiles of mean velocity and Reynolds stresses. Symbols DNS [46]; dashed
lines SST-based IDDES with recycling; solid lines RANS-IDDES with STG

used (see Fig. 12). The corresponding IDDES sub-domains have the following dimensions:
0.2m ≤ x ≤ 0.6m, −0.8m ≤ y ≤ 0.8m, 0 ≤ z ≤ 0.08m (domain 1); 0.5m ≤ x ≤ 1.5m,
−1.0m ≤ y ≤ 1.0m, 0 ≤ z ≤ 0.18m (domain 2); 1.0m ≤ x ≤ 2.3m, −1.2m ≤ y ≤ 1.2m,
0 ≤ z ≤ 0.28m (domain 3). The vorticity thickness of the shear layer varies from about
0.013m at x = 0.2m up to 0.12m at x = 2.3m, and the streamwise grid step varies from
9.8 · 10−4m up to 9.8 · 10−3m. The grid in the spanwise direction is uniform with a step
around 0.0033 of the maximum vorticity thickness in the corresponding sub-domain, δωmax .
Finally, the minimum transverse grid-step, 	ymin, in each sub-domain is around 0.01δωmax .

Figure 13 presents instantaneous vorticity fields in the IDDES sub-domains from these
three simulations and the whole field obtained by pasting the separate fields together, and
Fig. 14 compares the mean flow characteristics predicted by the RANS-IDDES with those
of SST RANS and experimental data. The figures do not reveal any visible discontinuities
at the three RANS-IDDES interfaces, and suggest that for the considered flow the STG
ensures a very good agreement with experimental data.

Thus, the results of testing the STG in canonical shear flows (both wall-bounded and
free) are rather encouraging and justify the application of the method to more complex
generic flows. Two examples of such flows are considered below.

Fig. 12 Contours of the streamwise velocity (upper frame) and vorticity magnitude (lower frame) in the
plane shear layer predicted by k-ω SST RANS. Lower frame shows also IDDES sub-domains in three RANS-
IDDES simulations
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Fig. 13 Instantaneous vorticity fields in the plane shear layer from RANS-IDDES with different locations
of the RANS-IDDES interface

Flow past a wall-mounted hump This flow (see schematic in Fig. 15) was studied in experi-
ments [49], and the accurate prediction of its major physical features (non-fixed separation,
reattachment and recovery of the reattached boundary layer) is a serious challenge for any
RANS model, which has made the flow a valuable test case for different approaches to tur-
bulence representation. Figure 15 shows also the computational domain with overlapping
RANS and IDDES sub-domains used in the zonal RANS-IDDES of the flow (the span size
of the domain was 0.4c). Along with this simulation, global RANS and IDDES were carried
out.

Simulations were performed on a grid with Nx × Ny × Nz = 379 × 111 × 101 nodes.
The grid is strongly refined in the x-direction in the vicinity of the hump and downstream

Fig. 14 Streamwise variation of the mean velocity, total (resolved plus modelled) shear stress, and turbulent
kinetic energy (upper row) and momentum thickness (lower frame) in the plane shear layer
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Fig. 15 Schematic of wall-mounted hump flow [49] and computational domain with overlapping RANS and
IDDES sub-domains

of the separation region, where the x-step is set equal to 0.005c, and then is gradually
coarsening up to the maximum value of 0.05c. The wall-normal grid is clustering near the
wall (	y1 = 1.5 · 10−5c) and is kept fine (	y is no larger than 0.005c) in the recirulation
zone and in the separated shear layer. As a result, the grid in this region is nearly isotropic.
Finally, the ranges of the grid-steps in the law of the wall units are as follows: y+

1 < 0.7,
300 <	x+ <3000, and 	z+ is around 250.

Figures 16, 17 present some results of the simulations. In particular, Fig. 16 compares
flow visualization from the pure IDDES (with RANS incoming boundary-layer treatment
and autonomous switch to LES mode after separation) with that from a zonal RANS-IDDES
simulation with the interface located at x/c = 0.4. A striking difference of the two flow
patterns is that according to the IDDES in the whole domain the initial region of the shear
layer separated from the hump remains nearly 2D, whereas the zonal RANS-IDDES, due to
the presence of the turbulent content created by the STG at the IDDES inlet, predicts a rapid
formation of 3D chaotic vortical structures. As a result, the prediction of the mean flow
characteristics in the initial part of the separation bubble by the pure IDDES turns out to be
even less accurate than that of the pure RANS, whereas the zonal RANS-IDDES ensures a
close agreement with the data in the whole domain. This is clearly seen from comparison
of the mean skin-friction distributions predicted with the use of the three approaches with

Fig. 16 Flow visualizations (isosurface of “swirl” coloured by streamwise velocity magnitude) from pure
SST-based IDDES and zonal SST RANS-IDDES with STG at the interface
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Fig. 17 Comparison of computed streamwise distributions of skin-friction with experiment

the experiment shown in Fig. 17 (the mean flow characteristics were computed by time-
and z-averaging of the solution over 30 convective time units, c/Uinf, after nearly the same
transient period).

To summarize, as far as aerodynamic flow characteristics are concerned, the STG
described above offers a tool which is not only rather simple and robust but, also, fairly accu-
rate for creating turbulent content within zonal RANS-(WM)LES approaches. However, the
experience of its application “as is” to airframe noise prediction suggests that in this case it
leads to unacceptable results. This is illustrated by Fig. 18, where acoustic and turbulence
fields are presented from the RANS-IDDES computations of the airfoil trailing edge test
case considered within the EC Project VALIANT [50] (see [51] for details). For this flow
the dominant real noise source is known to be located in the trailing edge region. However,
in this simulation, the acoustic field turns out to be overwhelmed by the strong waves (“spu-
rious noise”) generated at the RANS-IDDES interface by abruptly emerging strong vortical
structures created there by the STG (as noted earlier, this is not a unique feature of the con-
sidered STG, but an inherent property of any known STG). Thus, some modifications aimed

a

b c

Fig. 18 Instantaneous vorticity (a), acoustic pressure time-derivative contours (b), and rms of pressure fluc-
tuations (c) for M=0.15 trailing edge flow [51] obtained by from zonal RANS-IDDES with the use of the
STG
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Fig. 19 Design of internal
damping layer

at suppressing this spurious noise without damaging the real noise generated by the flow
are highly necessary in order to make the STG applicable to aero-acoustic problems. Such
a modification is outlined in the next section.

3.2 “Acoustically adapted” STG formulation and testing on trailing edge flow

The proposed way of suppressing the spurious noise created by synthetic turbulence at the
RANS-LES interface consists in inserting an “internal damping layer” (IDL) in the LES

Fig. 20 Instantaneous acoustic pressure (upper row) and rms of pressure fluctuations (lower row). Left
column original STG; right column STG with internal damping layer
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Fig. 21 Effect of internal damping layer on rms of wall-pressure fluctuations in IDDES sub-domain of
RANS-IDDES (upper frame) and on power spectra of wall pressure. Empirical correlations shown by
symbols are from [52–55]

sub-domain of the zonal RANS-LES. The idea and design of the damping layer is clarified
by Fig. 19.

The IDL is placed within the overlapping region of the RANS and LES sub-domains,
and inside this layer at each time step a “preliminary” (computed by LES) pressure field
is modified by “weighting” it with the URANS pressure, also available in the overlapping
region:

p mod
LES = f (x) · pLES + [1 − f (x)] · pRANS,

where the empirical weight function f (x) is defined as f = max
{
min

[
(x − x0)

/

LIDL, 1
]
, 0

}
, x0 is the streamwise coordinate of the IDDES inlet, and LIDL is the damp-

ing layer length (typically, it is set equal to ˜2δBL, which is rather short).6 The velocity and
temperature fields within the IDL region remain unchanged, and the density is re-computed
with the use of the modified pressure to match the equation of state.

The drastic positive effect of this simple modification is illustrated by Fig. 20 which
compares the acoustic pressure field and rms of the pressure fluctuations predicted with
the use of the original (purely aerodynamic) and the modified versions of the STG within
the k-ω SST based zonal RANS-IDDES. One can see, in particular, that the damping layer
results in a radical weakening, if not a complete eliminating of the spurious sound source at
the RANS-IDDES interface and makes the real sound source located near the sharp trailing
edge the dominating one. Note also that although the real noise sources within the damping
layer are significantly damped, the intensity of the wall pressure fluctuations in this region
predicted by the original STG (without the damping layer) is strongly overestimated, and,
as seen in Fig. 21 (upper frame), in this respect the STG with damping layer not only does
not result in any additional inaccuracy, but turns out to be even somewhat more accurate
than the purely aerodynamic STG version. The same is true regarding the spectral charac-
teristics of the unsteady wall-pressure in the IDDES sub-domain, even right downstream of
the damping layer: as seen in the right frame of Fig. 21, the damping layer ensures a much

6An alternative method for suppression of the spurious noise at the RANS-LES interface based on the sponge
layer technique (introduction of appropriate volume sources in the governing equations) was proposed by
Roidl et al. [34, 35].
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Fig. 22 Effect of internal damping layer on mean wall pressure and friction coefficients and on spectra of
velocity fluctuations in the middle of boundary layer (y/δ ≈ 0.5)

better agreement with an empirical correlation [55]. Finally, it should be emphasized that
the damping layer does not preclude the capture of sound waves generated by noise sources
located downstream of the end of the RANS sub-domain and propagating upstream (within
the damping layer, they propagate through the RANS area).

Thus, in terms of acoustics, the trailing edge test case does not reveal any negative sec-
ondary effects of the proposed acoustically adapted STG. The same conclusion can be
drawn regarding the mean flow characteristics and velocity spectra: as seen in Fig. 22, at
least at the present low Mach number, the damping layer does not cause any noticeable
alteration of their prediction.

3.3 Application of “Acoustically adapted” STG to a wing-flap configuration

The last flow used for validation of the STG developed here is the wing-flap configuration
studied experimentally by Lemoine et al. [51]. In the experiments the wing is modelled by
a long plate with a sharp trailing edge, and the flap is a NACA0012 airfoil. The Reynolds
number based on the free-stream velocity (U0 =50 m/s) and the flap chord (c =0.1m) is
Ref lap = 3.3 · 105, and the Mach number is M=0.15. Two specific configurations have

Fig. 23 Experimental setup [51] and some elements of computational grid in XY plane used in RANS-
IDDES of the wing-flap flow (Configurations 2 and 4)
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Fig. 24 Instantaneous vorticity contours (upper row) and swirl isosurfaces λ = 200 U0 / cf lap colored by
streamwise velocity

been investigated with somewhat different mechanisms of noise generation: in the first
one (Configuration 2, following [51]), the plate and flap are aligned, and in the second
(Configuration 4), the flap is shifted down (see Fig. 23).

Just as in all the previous cases, simulations presented below are RANS-IDDES based
on the k-ω SST model. The RANS-IDDES interface is located at 0.2m upstream of the
plate trailing edge. The grid in the IDDES sub-domain is designed in accordance with the
well-known guidelines of wall-modeled LES. Particularly, the near-wall step is 8 ×10−6m,
which ensures for the nearest distance to the wall in the law of wall units 	y+

1 < 1.2
everywhere in the domain. The values of grid steps in the x (streamwise) direction, 	x, are
less than δBL / 10. In the spanwise direction the flow is assumed to be homogeneous, and
periodic boundary conditions are used with a period of Lz = 0.03m (1/10 of the span of
the experimental model [51]). The grid in this direction is uniform and has 100 cells (this
corresponds to a grid step 	z less than δBL / 20). The total grid count is around 18 million
cells.

Figure 24 shows typical flow visualizations from the simulations of the two configura-
tions. It visually displays the fine-grained turbulence in the boundary layer of the main wing,
and its interaction with the flap surface. Corresponding snapshots of the acoustic pressure

Fig. 25 Snapshots of pressure time-derivative in the acoustic range from simulations of the two considered
configurations combined with instantaneous swirl isosurface
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Fig. 26 Comparison of predicted and measured mean velocity and rms of velocity fluctuations for the wing-
flap flow, Configuration 4

fields (Fig. 25) reveal different strengths and locations for the main sound sources in the
two configurations (the vicinity of the flap trailing edge in the first, and the region near its
leading edge in the second). Note also that neither these snapshots nor the animations of the
acoustic field reveal any visible spurious sources of sound at the RANS-IDDES interface,
thus confirming the efficiency of the proposed internal damping layer technique.

Fig. 27 Location of wall-pressure sensors on wing and flap surface in experiment [51] and comparison of
RANS-IDDES predictions of wall-pressure spectra for Configuration 2 with experiment
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Fig. 28 Comparison of predicted and measured far-field noise spectra for Configurations 2 and 4 for an
observer located at polar angle 90 degrees at a distance of 2m from the wing trailing edge

Figure 26 compares experiment, RANS and zonal RANS-IDDES predictions of the mean
velocity and the intensity of its fluctuations for Configuration 4, as an example. It suggests
that both approaches ensure almost equally good agreement with the data on the mean
velocity profiles, which is quite natural for an attached boundary layer in the absence of
strong adverse pressure gradient. In contrast to this, for the rms of the streamwise velocity
fluctuation, rms(u′), the figure reveals a significant superiority of the RANS-IDDES over
RANS (in this case, rms(u′) is computed as (2 / 3k)1 / 2), except for the initial part of the
lower side of the flap, where the turbulent structures populating the very thin boundary layer
cannot be captured on the grid used in the simulation. Fairly good agreement of the zonal
RANS-IDDES predictions with the experiment is observed also for the wall pressure spectra
(see Fig. 27): the simulations correctly reproduce the variation of both the spectral shapes
and levels over the main wing and flap surfaces. Some deviation of the predicted level of
the fluctuations from the experimental result is observed only near the flap trailing edge
(F01 sensor). The root cause of this discrepancy is not clear but it may well be caused by an
inaccuracy of the experiment since it is natural to expect an increase rather than decrease of
unsteadiness in this point compared to the sensor F05.

Finally, Fig. 28 compares results of computations of the far-field noise generated by
the flow with measurements [51]. In order to deal with the periodicity of the simulation
with a relatively narrow domain, the computations were carried out in the framework of a
modification of the Ffowcs Williams and Hawkings method [56, 57] with the use of the
assumption that the inputs of separate spanwise patches of length Lz into the total noise
are non-correlated.7 The figure shows that except for the low frequency range where the
measurements are probably contaminated by background wind-tunnel noise, the agreement
with the data is rather good (similar agreement is observed for other polar angles).

4 Conclusions and Outlook

The paper outlines the state of the art in the problem of creating turbulent content at the
RANS-(WM)LES interface in the framework of zonal LES. This is an area of intensive

7This assumption is supported by an analysis of the computed coherence maps of unsteady wall pressure (not
shown).
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research in both pure aerodynamics and aeroacoustics, and numerous approaches have been
proposed. We believe it will be used extensively for research and applied simulations in the
future. The paper presents the detailed formulation of a new procedure which belongs to a
wide range of techniques known as synthetic turbulence generators (STG). This procedure
is simple and robust and, based on the results of its extensive validation within the RANS-
IDDES approach, ensures a quite acceptable accuracy for a wide range of aerodynamic
and aeroacoustic problems. A primary direction for further studies should be, therefore, its
systematic evaluation and wider comparison with other available approaches. Note that this
in itself is a challenging task since isolating the effect of the turbulent content at the RANS-
LES interface from the effects of the many other elements typically involved in complex
aerodynamic and aeroacoustic computational systems is far from trivial, and its solution
demands a careful design of the corresponding numerical studies.
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